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RESUMO

Este trabalho analisa as implicacdes civis e penais decorrentes do uso indevido da
imagem de pessoas reais na criacdo e comercializacdo de conteudos pornograficos
gerados por inteligéncia artificial (IA). A expansao do uso da IA tem possibilitado a
criacdo de conteudos sintéticos altamente realistas, entre eles os chamados deepfakes,
que inserem rostos reais em corpos digitais em contextos sexuais. Essa pratica,
conhecida como pornografia sintética, levanta sérias questdes éticas e juridicas,
sobretudo quando ocorre no intuito de vinganca. No ordenamento juridico brasileiro, tal
conduta configura violacdo dos direitos da personalidade, da honra e da dignidade
humana, previstos na Constituicio Federal. Embora ainda ndo exista legislacdo
especifica, normativos como o artigo 218-C do Cédigo Penal e o Marco Civil da Internet
vém sendo utilizados para responsabilizar infratores, civil e penalmente. A pesquisa, de
natureza qualitativa e método dedutivo, utiliza revisdo bibliografica interdisciplinar

entre Direito, tecnologia e ética. Busca-se compreender as lacunas normativas
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existentes, os impactos psicolégicos e sociais sofridos pelas vitimas e as medidas
juridicas necessarias para assegurar a efetiva prote¢do da dignidade humana frente ao

avanco das tecnologias digitais de manipulagdo de imagem.

Palavras-chave: Inteligéncia artificial. Deepfake. Pornografia sintética. Direitos da

personalidade. Responsabilidade juridica.

ABSTRACT

The growing use of artificial intelligence (AI) has enabled the creation of highly realistic
synthetic content, including so-called deepfakes, which place real faces on digital bodies
in sexual contexts. This practice, known as synthetic pornography, raises serious ethical
and legal concerns, especially when carried out without the victim’s consent. In Brazilian
law, such conduct constitutes a violation of personality rights, honor, and human dignity,
as guaranteed by the Federal Constitution. Although specific legislation is still lacking,
provisions such as Article 218-C of the Penal Code and the Brazilian Internet Civil
Framework have been used to hold offenders accountable. This study examines the civil
and criminal implications of using Al-generated pornographic content that exploits real
individuals’ images. The research adopts a qualitative approach and a deductive method,
supported by an interdisciplinary bibliographic review combining law, technology, and
ethics. It seeks to identify existing legal gaps, analyze the psychological and social
impacts on victims, and propose measures to ensure the protection of human dignity in

the face of emerging digital manipulation technologies.

Keywords: Artificial intelligence. Deepfake. Synthetic pornography. Personality rights.
Legal liability.

INTRODUCAO

A revolucdo tecnoldgica dos ultimos anos, impulsionada pela inteligéncia
artificial (IA), tem permitido a criacao de conteudos sintéticos com realismo crescente.
Entre essas inovagdes, destaca-se a manipulacdo de imagens e videos por meio de IA,
popularmente conhecidos como deepfakes, que permite, por exemplo, inserir o rosto de

pessoas reais em corpos digitais em situacdes sexuais. O fendmeno tem gerado
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profundas preocupacgdes éticas e juridicas, principalmente quando tal tecnologia é usada
para a comercializagdo de conteddo erdtico sem consentimento e no intuito de vinganga
em ambito conjugal.

No contexto juridico brasileiro, a criacdo de pornografia sintética com a imagem
de terceiros, especialmente com finalidade lucrativa, configura uma violagao direta aos
direitos da personalidade, a honra e a dignidade da pessoa humana, protegidos
constitucionalmente pelo art. 59, incisos V e X da CF/88. Além disso, ha implicagdes
penais, como aquelas previstas no artigo 218-C do Codigo Penal, que trata da divulgacao
de cenas de nudez e sexo sem autorizacao, podendo ser aplicadas inclusive quando a
imagem for artificial, mas associada a uma pessoa real.

Ainda que a legislacdo atual ndo tenha sido criada para lidar diretamente com
deepfakes, interpretacOes judiciais e propostas legislativas, como o Projeto de Lei n®
3.821/2024, buscam preencher essas lacunas, propondo a tipificacao penal especifica da
criacdo e divulgacdo de pornografia falsa por meio de 1A, com agravantes em caso de
ampla divulgacdo ou se a vitima pertencer a grupos socialmente vulneraveis.

Neste contexto, esta pesquisa visa investigar as consequéncias do uso indevido
da imagem de pessoas reais na produgdo e comercializagdo de materiais eroéticos feitos
por inteligéncia artificial, trazendo um contexto historico e analisando tanto os desafios
sociais enfrentados pelas vitimas quanto a punicao dos infratores desse comportamento
segundo o ordenamento juridico brasileiro

Diante disso, o presente projeto contempla além desta introducao, a justificativa,
o referencial tedrico com os seguintes tépicos: Do contexto historico e da evolugdo da
inteligéncia artificial; Da objetificacdo das vitimas e sua estigmatizacdo no seu contexto
social; Da responsabilizacdo segundo o ordenamento juridico brasileiro; a metodologia

e por fim as referéncias bibliograficas.

OBJETIVOS
Objetivo Geral

Investigar as implicac¢des juridicas do uso de inteligéncia artificial na criagdo e
comercializa¢do de conteddos intimos falsos, com foco na responsabilizacao civil e penal

no contexto do ordenamento juridico brasileiro.
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Objetivos Especificos

e Investigar a aplicagdo das normas civis e penais brasileiras diante da
disseminacdo de contetidos erdticos manipulados por IA;

e Estudar os direitos da personalidade violados pela pratica dos deepfakes
pornograficos;

e Avaliar a responsabilizacdo dos autores, desenvolvedores e plataformas
digitais envolvidas na disseminacdo desses conteudos;

e Verificar propostas legislativas existentes voltadas a regulamentagao

especifica do uso da IA em contetido de cunho sexual.

JUSTIFICATIVA

A crescente utilizacdo de inteligéncia artificial para fins ilicitos, especialmente na
producdo de contetuidos eroéticos falsos, tem gerado intensos debates no meio juridico e
social. A manipulacdo de imagens com finalidades sexuais lucrativas sem consentimento
viola principios fundamentais garantidos pela Constituicdo Federal, além de causar
danos psicolégicos e sociais as vitimas.

A auséncia de regulamentacdo especifica sobre deepfakes no Brasil acarreta
inseguranca juridica e dificulta a responsabilizacdo eficaz dos infratores. Embora
existam dispositivos que permitem certa analogia, como o art. 218-C do Cédigo Penal e
o art. 186 do Codigo Civil, é imprescindivel discutir a adequac¢do dessas normas e propor
diretrizes mais eficazes para coibir tais praticas.

Assim, a relevancia social e académica deste trabalho reside na necessidade de
atualizar o debate juridico frente aos impactos da inteligéncia artificial no campo dos
direitos fundamentais, bem como contribuir para o debate sobre a criacio de
mecanismos juridicos mais eficazes de protec¢do e responsabilizacao.

Ante o exposto, este trabalho de pesquisa tem como problema de investigacdo a
seguinte questdo: Quais sdo as consequéncias juridicas e sociais do uso de deepfakes na
comercializagdo de conteddos eréticos no Brasil, especialmente no que diz respeito a
protecdo da imagem, privacidade e dignidade da pessoa humana.

Diante disso, esta pesquisa apresenta como relevancia social e académica a

necessidade de refletir criticamente sobre os impactos do uso de inteligéncia artificial
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para fins eréticos, principalmente quando se trata da criacdo de videos e imagens que
simulam, sem autorizacdo, a aparéncia de pessoas reais em situacdes sexualmente
explicitas no contexto de relacdo conjugal. Tal pratica pode provocar efeitos profundos
na vida das vitimas, afetando sua integridade psicolégica, reputacdo e percepc¢do de
seguran¢a no ambiente digital.

Além disso, ao explorar essa problematica a partir de uma abordagem
interdisciplinar entre direito, tecnologia e ética, pretende-se oferecer subsidios para o
aperfeicoamento das normas juridicas brasileiras, contribuindo com a formulacdo de
politicas publicas e marcos regulatérios voltados a protecao dos direitos fundamentais
diante do avanc¢o acelerado das tecnologias de manipulagdo digital. Essa andlise é
relevante também para fomentar debates sobre os limites da liberdade de expressao e
da criagdo digital, em contraste com o respeito a dignidade da pessoa humana, pilares

indispensaveis em qualquer sociedade democratica.

REFERENCIAL TEORICO
Do Contexto Histodrico e da Evolucao da Inteligéncia Artificial

O termo "inteligéncia artificial" foi utilizado pela primeira vez em 1956, durante
a Conferéncia de Dartmouth, nos Estados Unidos, sendo definido como a tentativa de
construir maquinas capazes de simular fungdes cognitivas humanas, como raciocinio,
aprendizado e percepg¢ao. Ao longo das décadas, os avangos no poder computacional e
no desenvolvimento de algoritmos transformaram a IA em uma das tecnologias mais
disruptivas do século XXI (Russell; Norvig, 2013).

Com o avanco da capacidade de processamento computacional e a ampliacao de
bancos de dados, a IA passou por diversas fases de entusiasmo e estagnacao até chegar
a atual era dos algoritmos de aprendizado de maquina e redes neurais profundas. Uma
das maiores inovac¢oes recentes é o desenvolvimento das Redes Gerativas Adversariais
(GANs), introduzidas por Ian Goodfellow em 2014. Essa técnica revolucionou a geragao
de dados sintéticos, permitindo a criacdo de imagens e videos realistas que ndo
correspondem a nenhuma pessoa real (Goodfellow et al., 2014).

A partir dessa tecnologia, surgiu o fendmeno conhecido como "deepfake", termo

derivado da combinagdo de "deep learning" (aprendizado profundo) com "fake" (falso).

PORNOGRAFIA SINTETICA E RESPONSABILIDADE JURIDICA: O USO DE INTELIGENCIA
ARTIFICIAL NA VIOLACAO DE DIREITOS DA PERSONALIDADE. Diana da Cruz CAMPOS Ferreira;
Pedro Marcos CAMPOS de Oliveira; Ryan Pedro Soares de ANDRADE. JNT Facit Business and
Technology Journal. QUALIS B1. ISSN: 2526-4281 - FLUXO CONTINUO. 2025 - MES DE
DEZEMBRO - Ed. 69. VOL. 01. Pags. 257-270. http://revistas.faculdadefacit.edu.br. E-mail:
jnt@faculdadefacit.edu.br.


about:blank

Deepfakes sao videos ou imagens manipuladas por IA para representar pessoas dizendo
ou fazendo coisas que nunca ocorreram na realidade. Inicialmente usados em ambientes
de entretenimento e humor, rapidamente passaram a ser utilizados de forma maliciosa,
especialmente na criacdo de contetidos eroéticos falsos, envolvendo celebridades, figuras
publicas e até cidaddos comuns.

De acordo com levantamento feito pela empresa Deeptrace, ja em 2019 mais de
95% dos videos de deepfake disponiveis na internet eram de natureza pornografica,
sendo quase todos voltados a exploracdo indevida de figuras femininas. Essa realidade
expde o potencial danoso da tecnologia quando aplicada sem critérios éticos e
regulamentacdo adequada, gerando sérios impactos a dignidade humana e aos direitos
da personalidade (Deeptrace, 2019).

A evolugdo da IA e a proliferacdo dos deepfakes evidenciam a urgéncia de uma
abordagem juridica adequada, capaz de equilibrar os beneficios tecnolégicos com a
protecdo dos direitos fundamentais das pessoas, especialmente no tocante a honra,

imagem e privacidade.

Da Objetificacdo das Vitimas e sua Estigmatizacao no Contexto Social

A disseminac¢do de deepfakes pornograficos intensifica de forma alarmante a
histérica objetificacdo do corpo feminino, reafirmando padrdes discriminatérios que
reduzem a mulher a condicao de objeto sexual e negam sua autonomia, dignidade e
identidade social. Para Nussbaum (1995), objetificar significa tratar o ser humano como
instrumento para satisfacdo alheia, desconsiderando sua subjetividade e capacidade de
autodeterminacdao. No ambiente digital, essa pratica assume contornos ainda mais
graves, pois a tecnologia potencializa a exposi¢ao publica ndo consentida e torna quase
impossivel o controle pleno sobre a disseminacdao da imagem violada.

A pornografia sintética, especialmente quando direcionada as mulheres, nao
representa apenas uma violacdo isolada de direitos da personalidade, mas configura
uma modalidade contemporanea de violéncia de género. Citron e Franks (2019)
assinalam que os deepfakes pornograficos produzem danos profundos a integridade
psicoldgica das vitimas, pois associam indevidamente sua imagem a contetidos de cunho
sexual explicito, afetando sua reputagdo, relagdes familiares, profissionais e sociais. Essa

forma de violéncia digital perpetua estigmas historicamente impostos as mulheres,

PORNOGRAFIA SINTETICA E RESPONSABILIDADE JURIDICA: O USO DE INTELIGENCIA
ARTIFICIAL NA VIOLACAO DE DIREITOS DA PERSONALIDADE. Diana da Cruz CAMPOS Ferreira;
Pedro Marcos CAMPOS de Oliveira; Ryan Pedro Soares de ANDRADE. JNT Facit Business and
Technology Journal. QUALIS B1. ISSN: 2526-4281 - FLUXO CONTINUO. 2025 - MES DE
DEZEMBRO - Ed. 69. VOL. 01. Pags. 257-270. http://revistas.faculdadefacit.edu.br. E-mail:
jnt@faculdadefacit.edu.br.


about:blank

reforcando a culpabilizacdo da vitima e a naturalizacdo de agressdes de cunho sexual no
espaco publico virtual.

Pesquisas apontam que os impactos emocionais sofridos por mulheres vitimas de
pornografia sintética incluem ansiedade, depressdo, transtorno de estresse pos-
traumatico, isolamento social e até ideac¢do suicida (Leal; Reis, 2021). O sofrimento nao
se limita a esfera psicologica, estendendo-se a vida profissional, uma vez que muitas
vitimas relatam demissdes, perseguicdes no ambiente de trabalho e dificuldades de
recoloca¢do no mercado, devido a associagdo indevida de sua imagem a pornografia.
Essa dindmica evidencia um processo de revitimizagdo, no qual o dano inicial é agravado
pelo julgamento social e pela desprotecao institucional.

Dados levantados pela organizacdo Deeptrace revelam que aproximadamente
96% dos deepfakes disponibilizados na internet possuem contetido pornografico, sendo
a quase totalidade deles direcionados a exploracdo sexual da imagem feminina
(Deeptrace, 2019). Esse cendrio comprova que mulheres sdo, de maneira
desproporcional, o principal alvo dessa pratica ilicita, o que demonstra o carater
estrutural da violéncia de género no ambiente digital. A tecnologia, ao invés de romper
com desigualdades historicas, acaba sendo empregada como instrumento de
perpetuacdo de assimetrias sociais e de reforco da dominagao simbdlica sobre o corpo
feminino.

Sob a perspectiva dos direitos humanos, a pornografia sintética representa
afronta direta ao principio da dignidade da pessoa humana, previsto no artigo 12, inciso
I1I, da Constituicdo Federal. A apropria¢do indevida da imagem da mulher para fins de
humilha¢do publica ou exploracdo econdmica revela nao apenas uma violagdo
individual, mas uma problematica social coletiva, que exige respostas juridicas robustas
e politicas publicas de protecdo. Conforme destaca Medon (2021), o direito a imagem
nao se restringe a vedacdo da divulgacdo indevida, mas alcanca também a propria
captacdo e manipulacdo da imagem sem consentimento, dada a potencialidade
extremamente lesiva da exposicao no ambiente digital globalizado.

Nesse contexto, a estigmatizacdo das mulheres vitimas de deepfakes representa a
continuidade de mecanismos histéricos de controle e silenciamento do feminino, agora
transpostos para o espago virtual. A violéncia digital, embora tecnicamente distinta das

agressoes fisicas tradicionais, produz consequéncias igualmente devastadoras, impondo
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as vitimas um cenario de permanente vulnerabilidade, exposicdo e insegurancga. Assim,
o enfrentamento da pornografia sintética demanda ndo apenas medidas juridicas
punitivas, mas também ag¢bes educativas, culturais e institucionais que combatam a
naturaliza¢do da exploragdo do corpo feminino e promovam uma cultura digital baseada

no respeito a dignidade, ao consentimento e a igualdade de género.

Da Responsabilizacdao Segundo o Ordenamento Juridico Brasileiro

Embora o Brasil ainda ndo possua uma legislacao especifica criminalizando os
deepfakes, por se tratar de uma matéria recente, diversos dispositivos legais sao
utilizados para responsabilizar penalmente os autores desses crimes. O art. 218-C do
Codigo Penal prevé que a publicacdo de cena de nudez ou ato sexual sem consentimento
da vitima gera pena de reclusdo de 4 a 10 anos para quem divulga, sendo que no seu
paragrafo primeiro dispde se a acdo foi feita com objetivo de vingan¢a ou humilhacao

sera motivo de aumento de pena.

Art. 218-C. Oferecer, trocar, disponibilizar, transmitir, vender ou expor
a venda, distribuir, publicar ou divulgar, por qualquer meio - inclusive
por meio de comunicacdo de massa ou sistema de informatica ou
telematica -, fotografia, video ou outro registro audiovisual que
contenha cena de estupro ou de estupro de vulneravel ou que faca
apologia ou induza a sua pratica, ou, sem o consentimento da vitima,
cena de sexo, nudez ou pornografia:

Pena - reclusdo, de 4 (quatro) a 10 (dez) anos, e multa, se o fato ndo
constitui crime mais grave (Brasil, 1940, art. 218-C).

Aumento de pena

§ 12 A pena é aumentada de 1/3 (um terc¢o) a 2/3 (dois tercos) se o
crime é praticado por agente que mantém ou tenha mantido relacao
intima de afeto com a vitima ou com o fim de vinganca ou humilhacio
(Brasil, 1940, art. 218-C).

Esse artigo do Codigo Penal brasileiro, a sua época, foi criado no intuito de coibir
e punir os crimes chamados de “revenge porn”, em portugués “pornografia por
vinganca”, em que estava atrelado ao fato de casais ao terminarem um relacionamento,
divulgavam na internet videos intimos dos seus ex-companheiros, na qual cerca de 90%

dos casos das vitimas eram mulheres.
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Ainda na ética do Direito Penal, em 2024 foi apresentado um Projeto de Lei n?
3.821/2024, no qual aborda especificamente a tematica dos crimes sexuais cometidos
através da utilizacdo da inteligéncia artificial. Buscando suprir a lacuna normativa e
intensificar a repressao desses crimes, propondo a tipificagdo especifica da producao e
disseminacdo de conteudo erético manipulado por IA fundamentando-se na urgéncia de

medidas legislativas atualizadas para acompanhar a evolugdo tecnolégica.

Art. 216-C. Manipular, produzir ou divulgar, por qualquer meio,
conteido de nudez ou ato sexual falso, gerado por tecnologia de
inteligéncia artificial ou por outros meios tecnoldgicos com a finalidade
de humilhacdo publica, vinganca, intimidacdo ou constrangimento
social: Pena - reclusdo, de 2 (dois) a 6 (seis) anos, e multa, se o fato ndo
constituir crime mais grave.

§ 12 A pena sera aumentada de 1/3 (um terco) até a metade se a vitima
for mulher.

§ 22 A pena serd aumentada de 1/3 (um ter¢o) até o dobro se o crime
for cometido mediante disseminacdo em massa, por meio de redes
sociais ou plataformas digitais (Brasil, 2024, Projeto de Lei n® 3.821).

No que tange a responsabilizacdo civel de reparagao, tem-se aos causadores do
dano a imagem da vitima, o dever de indenizar, independente de culpa pois que
conforme a jurisprudéncia dos tribunais superiores, ao comercializar a imagem de
outrem sem seu consentimento o dever de indenizar é presumido (in re ipsa). Deste
modo, aplica-se perfeitamente aos casos de veiculacdo dos deepfakes com conteudo

sexual em plataformas de vendas de contetudos erdticos como Privacy ou Onlyfans.

O direito a imagem precede a sua divulgacdo, sendo protegida ja a mera
captacdo da imagem. [..] Desse modo, a busca constante deve ser pela
obtencdo do consentimento inequivoco do titular da imagem violada,
dado o potencial lesivo que sua divulgacdo pode ter, sobretudo com a
mola propulsora da internet, que, em poucos minutos, consegue tornar
mundialmente conhecida uma imagem obtida com o recurso da camera
de um smartphone (Medon, 2021, p. 257).

Por conseguinte, o Marco Civil da Internet (Lei n2 12.965/2014), busca tratar da
responsabilidade civil de provedores de aplicagdes que, cientes de uma ordem judicial,
nao tomam as medidas cabiveis para a remo¢do de conteido que viola os direitos da

personalidade, respondem subsidiariamente.

Art. 21. 0 provedor de aplicacdes de internet que disponibilize contetido
gerado por terceiros sera responsabilizado subsidiariamente pela
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violagdo da intimidade decorrente da divulgacdo, sem autorizacdo de
seus participantes, de imagens, de videos ou de outros materiais
contendo cenas de nudez ou de atos sexuais de carater privado quando,
apés o recebimento de notificagio pelo participante ou seu
representante legal, deixar de promover, de forma diligente, no dmbito
e nos limites técnicos do seu servigo, a indisponibilizacdo desse
conteudo (Brasil, 2014, s/p).

Sendo assim, o ordenamento juridico brasileiro, em constante mutagao, visa a
protegdo e resolugdo de conflitos, com a devida coibi¢do de atos ilicitos. Destarte, os
crimes sexuais contra a imagem da mulher no ambito social, com a insurgéncia dos
deepfakes necessitam de atencdo da comunidade juridica para buscar melhores formas

de coibir, punir e reparar os danos causados pelos criminosos as vitimas.

Da Atuacgdo das Plataformas Digitais e do Dever de Moderagéao de Contetudo

Com a expansdo das redes sociais, plataformas de hospedagem de videos e
servicos de monetizacdo de conteddo adulto, o ambiente digital tornou-se o principal
meio de difusdo da pornografia sintética produzida por inteligéncia artificial. Esses
intermediarios tecnolégicos desempenham papel central na circulagao dos deepfakes,
seja por meio da disponibilizacao direta do conteddo, seja pela omissdo na remocao
célere apo6s notificacdes de violagdo de direitos fundamentais.

A atuacdo das plataformas digitais suscita importantes debates acerca de seu
dever de vigilancia e moderacao prévia, especialmente quando se trata de material que
envolve exploracao daimagem e da dignidade humana. Embora o Marco Civil da Internet
(Lei n? 12.965/2014) adote o regime de responsabilidade subsidiaria dos provedores
de aplicagdes, condicionando a responsabilizacdo ao descumprimento de ordem judicial
ou notificacdo valida, a natureza extremamente lesiva dos deepfakes pornograficos
demanda uma resposta mais célere e efetiva por parte desses agentes privados.

A demora na retirada do conteiddo amplia exponencialmente os danos
suportados pelas vitimas, considerando a rapidez de propagacdo do material no
ambiente digital e a dificuldade pratica de conter sua reproducao continua em espelhos
de sites, redes sociais e aplicativos de mensagens. Assim, a eficiéncia dos mecanismos de
dentncia, a adog¢do de filtros tecnologicos e politicas internas de compliance digital

tornam-se instrumentos indispensaveis para a prevencao de novas violagdes.
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Além disso, a discussao acerca da responsabilidade das plataformas ultrapassa o
campo juridico, alcancando uma dimensao ética e social. A lucratividade decorrente do
trafego gerado por conteudos sensacionalistas e ilicitos coloca em xeque o compromisso
dessas empresas com a protecdo dos direitos da personalidade. Nesse sentido, a
imposicdo de deveres mais rigorosos de monitoramento e cooperagdo com autoridades
pode representar importante avanco na contencdo da dissemina¢do da pornografia
sintética, harmonizando a liberdade de expressdao com a protecdo da dignidade da

pessoa humana.

METODOLOGIA

A presente pesquisa adota abordagem qualitativa, com método dedutivo e
natureza exploratdria e descritiva. Serd realizada revisao bibliografica com base em
doutrinas juridicas, artigos académicos, jurisprudéncia e legislagcdes pertinentes. As
fontes serdo consultadas por meio de bases como Google Académico, SciELO, JusBrasil,
e repositérios oficiais como Camara dos Deputados e Senado Federal.

O objetivo da andlise é oferecer um panorama juridico atualizado sobre o tema,
identificar lacunas normativas e sugerir direcGes para a evolucdo legislativa e
jurisprudencial no combate a comercializacao ilicita de conteido pornografico via
inteligéncia artificial.

Com a revisdo bibliografica pretende-se aprofundar a compreensao sobre a
utilizacdo de tecnologias de inteligéncia artificial na criacao de deepfakes de conteudo
erotico e suas implicagoes juridicas e sociais. O estudo buscara relacionar a manipulagao
da imagem humana com os principios constitucionais da dignidade da pessoa humana,
privacidade e consentimento, assim como analisar os impactos psiquicos e sociais
causados as vitimas desses conteudos falsificados.

Também sera investigada a relacdo do sujeito contemporaneo com a crescente
oferta de conteudo erético digital, destacando como a disponibilidade e o consumo de
material pornografico gerado por IA contribuem para um possivel distanciamento da
realidade e a objetificacdo do outro, principalmente quando ha simulagdes nao
autorizadas envolvendo pessoas reais. O recorte inclui ainda a andlise do uso comercial
desses contetudos e os prejuizos causados tanto aos direitos individuais quanto a ética

no ambiente digital.
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As palavras-chave utilizadas na busca por artigos e materiais de apoio serao:
Deepfake, Inteligéncia Artificial, Conteddo erético digital, Direito a imagem, Privacidade,
Dignidade da pessoa humana, Pornografia digital, Crimes virtuais, Realidade virtual.

Esses termos serdo aplicados em bases confiaveis como Google Académico,
SciELO, JusBrasil, CAPES, e plataformas institucionais do STF, STJ, Camara dos
Deputados e Senado Federal, a fim de reunir material atualizado e interdisciplinar,

integrando direito, tecnologia, ética e psicologia social.

CONSIDERACOES FINAIS

A presente pesquisa buscou analisar as implica¢des juridicas decorrentes da
utilizacdo da inteligéncia artificial na produgao e disseminacdo de pornografia sintética,
pratica que representa grave violacdo aos direitos da personalidade, com especial
impacto sobre mulheres, principais vitimas dessa forma de violéncia digital. Ao longo do
estudo, foi demonstrado que o avanco tecnoldgico, embora traga inimeros beneficios
sociais, tem sido instrumentalizado para praticas ilicitas que afrontam diretamente a
dignidade da pessoa humana, o direito a imagem, a honra e a privacidade.

Verificou-se que, apesar da inexisténcia de legislagdo penal especifica voltada
exclusivamente aos deepfakes pornograficos, o ordenamento juridico brasileiro ja
oferece mecanismos interpretativos para a responsabilizacdo civil e criminal dos
agentes envolvidos, especialmente por meio do art. 218-C do Cédigo Penal, do art. 186
do Codigo Civil e do Marco Civil da Internet (Lei n? 12.965/2014). Ademais, observou-
se avan¢o na tentativa legislativa de suprir lacunas normativas, exemplificada pelo
Projeto de Lei n® 3.821/2024, que propde a criminalizacdo expressa da manipulac¢do de
conteudos erdticos gerados por inteligéncia artificial.

Constatou-se ainda que a pornografia sintética nao se limita ao campo juridico,
possuindo profundas repercussdes sociais e psicologicas, sobretudo no que concerne a
perpetuacdao da violéncia de género e a revitimizacdo das mulheres. A exposicao
indevida da imagem feminina reforc¢a processos histéricos de objetificagdo do corpo da
mulher, ampliados pela viralizagao e dificil remoc¢do dos conteddos no ambiente digital.

No tocante as plataformas digitais, evidenciou-se a necessidade de fortalecimento
do dever de moderacao e fiscalizacdo de conteddos ilicitos, bem como da implementacao

de mecanismos tecnoldgicos preventivos capazes de identificar, bloquear e remover
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rapidamente deepfakes pornograficos. A responsabilidade das plataformas, ainda
subsidiaria segundo o Marco Civil da Internet, deve ser constantemente reavaliada a luz
da magnitude dos danos causados as vitimas.

Por fim, conclui-se que o enfrentamento da pornografia sintética exige
abordagem multidisciplinar, que envolva ndo apenas o aprimoramento do aparato
juridico, mas também ag¢des educativas, politicas publicas e responsabilidades éticas no
desenvolvimento e uso da inteligéncia artificial. A protegado efetiva da dignidade humana
no ambiente digital constitui desafio continuo do Direito contemporaneo frente as

rapidas transformacgdes tecnoldgicas. 2014
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